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Flowchart of the presented Att-BiLSTM algorithm.

Public summary
m BiLSTM model combined with encoder is adopted to ensure the memory of long-time series training.
m The importance of different states problem can be solved by considering the attention mechanism.

m The Att-BiLSTM model is designed to ensure the surrounding vehicles prediction effectiveness and accuracy.
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Read Online

Abstract: A surrounding vehicles behavior prediction method was presented for intelligent vehicles. The surrounding
vehicles’ behavior is hard to predict since the significant uncertainty of vehicle driving and environmental changes. This
method adopts bidirectional long short-term memory (BiLSTM) model combined with an encoder to ensure the memory of
long-time series training. By constructing an attention mechanism based on BiLSTM, we consider the importance of dif-
ferent information which could guarantee the encoder’s memory under long sequence. The designed attention-bidirection-
al LSTM (Att-BiLSTM) model is adopted to ensure the surrounding vehicles’ prediction accuracy and effectiveness.

Keywords: behavior prediction; attention mechanism; long short-term memory (LSTM); intelligent vehicle
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1 Introduction

Intelligent driving is one of the vital application fields of arti-
ficial intelligence (AI), which improves the speed of traffic,
relieves traffic pressure, and significantly improves human
life". To ensure a safe driving path, it is necessary to predict
the future driving behavior of surrounding vehicles in ad-
vance.

Scholars have done many works to achieve accurate and
fast behavior prediction. Classical methods include three
types: physical model, intention model, and interaction
model”. The physical model is only based on the motion
model of vehicles, without considering the interaction with
other vehicles on the road and the restrictions of traffic
rulest. Traffic rules are considered in the intention model, but
there is no interaction with other motor vehicles. Moreover, it
lacks qualitative constraints on time, so it can’t adjust to roads
with other topological structures. Predicting with the inten-
tion model may cause intelligent driving cars to plan a very
unreasonable trajectory or collide with other motor vehicles™.
Given the above shortcomings, the interaction model con-
siders the interaction between traffic rules and other road par-
ticipants, which takes longer to predict than the physical mod-
el, and is more stable than the prediction based on intention.
The only disadvantage is that the calculation of the relation-
ship between multiple cars is relatively large”™. Fortunately,
with the popularity of artificial intelligence and the rocket-
like development of deep learning in recent years, intelligent
vehicle behavior prediction has a more perfect and powerful
tool. Because of good performance in complex and realistic
scenes, these deep learning methods have become more im-
portant.

Deep neural networks have been applied to many machine
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learning tasks and have successfully learned various practical
situation representations'®”. The recurrent neural network
(RNN) is widely used to analyze time series data structures.
LSTM, as a popular RNN variant, has shown excellent per-
formance in various tasks in vehicle behavior prediction!.
Moreover, BiLSTM is a combination of forward LSTM and
backward LSTM, which has been widely researched and
used”..

Facing existing problems, we present an innovative meth-
od that adds the attention mechanism to the encoder-decoder
of bidirectional LSTM and makes different weights to differ-
ent states’ importance in the network training process. And
we solve the problem that the encoder will forget if the se-
quence is too long. The overview of the developed algorithm
is shown in Fig. 1. The historical sequence dataset is an input
into the BiLSTM algorithm model, and the data training is
realized in the feedback process based on the loss function.
Then, based on the first 10 time steps, predict the 11th step,
and so on, to get the prediction result.

BiLSTM and Att-BiLSTM are existing theoretical meth-
ods; we have applied this knowledge to the platform of intel-
ligent driving, which made some innovations based on the
original research. Based on the experimental results and ana-
lysis of surrounding vehicles’ behaviors prediction, Att-Bil.-
STM theory has good performance in the field of intelligent
driving. In addition, we have added encoder and decoder on
the basis of Att-BiLSTM, which is also a great innovation.

The main contributions of this study are summarized as fol-
lows:

(1) BiLSTM model combined with encoder is adopted to
ensure the memory of long-time series training.

(1i) According to that, add the attention mechanism. There-
fore, it solved the importance of different states’ problems.
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Fig. 1. Att-BiLSTM overview.

(iii) The Att-BiLSTM model is designed, which ensures
the effectiveness and accuracy of surrounding vehicles’ pre-
diction.

The structure of this work is as follows: Section 2 reviews
the related work. Section 3 provides a detail procedure about
the Att-BiLSTM model based on LSTM and the attention
mechanism. Experiment results are shown in Section 4. Fi-
nally, Section 5 concludes this work and proposes the future
work.

2 Related work

For LSTM, Ondruska and Posner"” utilized this with ranging
sensor measurement as input to track the position of an ob-
ject, and Khosroshahi et al.''l used LSTM with trajectory
data as input to identify the driver’s intention. However, they
have not solved the problem that the model input is a fixed
time step.

Jeong et al.l'”! proposed an RNN algorithm based on LSTM
to predict the motion of vehicles around multi-lane turning in-
tersections. Ref. [13] designed a vehicle trajectory algorithm
based on deep learning, where the encoder based on LSTM is
used to analyze the past trajectory patterns, and the decoder
based on LSTM is used to generate future trajectory se-
quences. The structure uses beam search technology to gener-
ate K most possible trajectory candidates on the occupied grid
map so that K local optimal candidates are far away from the
decoder output. Refs. [14, 15] presented a long-term predic-
tion method based on a recursive neural network model of the
gating unit. The deep neural network with LSTM and GRU
structure is used to analyze the temporal and spatial character-
istics of the past trajectory. The system that generates the fu-
ture trajectory of other traffic participants through sequence
learning can be used in different prediction levels. However,
LSTM model often has the problem of gradient disappear-
ance, so it isn’t easy to train for a long time series. In Ref.
[16], a trajectory prediction model based on spatio-temporal
LSTM (ST-LSTM) was designed, which embeds spatial inter-
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action into the LSTM model to implicitly measure the interac-
tion between adjacent vehicles. Moreover, a quick connec-
tion between the input and output of two consecutive LSTM
layers is introduced to deal with gradient disappearance. An
algorithm for long-term trajectory prediction of surrounding
vehicles was designed by using double LSTM network!”,
which effectively improved the prediction accuracy in a
strong interactive driving environment. Compared with the
traditional trajectory matching and artificial feature selection
methods, this method can automatically learn the advanced
spatio-temporal features of driver behavior from natural driv-
ing data through sequence learning. Refs. [18, 19] proposed a
coupled LSTM model using the historical track of the target
vehicle and the surrounding environment information effect-
ively to predict the future motion track of the vehicle. This
method predicts the observable motion intention of the
vehicle, builds a grid for the target vehicle, and extracts the
hidden space and intention information of adjacent vehicles.
However, they did not consider that the information of each
time period in the input sequence has different contributions
to the final prediction results. For example, in an input se-
quence, the predicted target vehicle has tried to change lanes
at an earlier time and tended to follow later. So assigning dif-
ferent weights to the final prediction results for each time
period is necessary. Therefore, the surrounding vehicles’ be-
havior prediction method is presented for intelligent vehicles
based on Attention-BiLSTM.

3 Behavior prediction model based
LSTM and attention mechanism

In this section, We first introduce the RNN algorithm, then
the LSTM algorithm and attention mechanism, and finally the
Att-BiLSTM algorithm.

3.1 RNN algorithm

RNN is a cyclic neural network, which performs the same
function on each data input, and the output depends on the
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last calculation. The generated output is copied and sent back
to the circular network. In other neural networks, all inputs
are independent of each other. But in RNN, all inputs are in-
terrelated. In many real-life and work tasks, the network’s
output is related to the current input and previous output.

Given an input sequence Xx,; = (X,X,...,X,...,X7), RNN
updates the activity value &, of hidden layer with feedback
edge by the following formula:

ht =f(h1—l’-x/)’ (1)

where h, =0, f(*) is a nonlinear function and can be a feed-
forward network. Fig. 2 shows an example of RNN, where
the “delayer” is a virtual unit that records the latest (or sever-
al) activity values of neurons.

3.2 LSTM network

The explicit design of LSTM is to solve the defect that the
circulating neural network cannot deal with long-range prob-
lems. Fig. 3 shows the cyclic unit structure of LSTM network
which introduces gating mechanism to determine the direc-
tion and path of information transmission. Denote the input
gate as i, the forgetting gate as f;, and the output gate as o,.

The gate in the LSTM network is a kind of “soft” gate, and
its value is between 0 and 1, which means that information
passes through in a certain proportion. The calculation meth-
od of the three gates is shown in Eq. (2).

h:

Hidden Layer

h:

Output Layer

Fig. 2. Recurrent neural network.

hei

Ce

v

M

Fig. 3. The cyclic unit structure of LSTM network.
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iz = O-(‘/Vixt + Uihrfl + bi),
fi=oWx,+Ush,_, +b)),
0, = O-(W;xr + U()h,,l + bu) .

@)

The input gate i, controls the amount of candidate state ¢,
information at the current time. The forgetting gate f; con-
trols the internal state c,_, at the last moment, selectively de-
letes some information in the storage unit, and activates it to
the next input memory. Output gate o, controls how much in-
formation the internal state ¢, needs to output to the external
state A, at the current moment, as shown in Eq. (3).

C/ = ,f;cl—l + i[as
h, = o,tanh(c,).

3)

LSTM network is an improved form of RNN, which makes
the past data in the network easier to remember. LSTM solves
the gradient disappearance problem in RNN. Using back-
propagation to train the model makes LSTM suitable for clas-
sifying, processing, and predicting time series with unknown
time delays.

3.3 Attention mechanism

The amount of information stored in neural networks is called
network capacity. Generally speaking, the capacity of storing
data with a group of neurons is proportional to the number of
neurons and the complexity of the network. If more informa-
tion is to be stored, the number of neurons will be more or the
network will be more complex, leading to the multiple in-
crease of neural network parameters.

When using a neural network to process a large amount of
input information, we can learn from the attention mechan-
ism of the human brain and select only some key information
to process to improve the efficiency of the neural network.
X =[xy,...,xy] presents N pieces of input information. To
save computing resources, it is not necessary to input all N
input information into the neural network for calculation, but
only to select some task-related information from X and input
it into the neural network.

The calculation of attention mechanism can be divided in-
to two steps: One is to calculate the attention distribution on
all input information, and the other is to calculate the
weighted average of input information according to the atten-
tion distribution.

Let Key = Value = X, then attention distribution can be ob-
tained as follows:

a; = softmax(s(Key,, q)) = softmax(s(X;,q)), @)

where q; is an attention distribution (probability distribution),
s(X;,q) is the attention scoring mechanism. There are several
scoring mechanisms:

Additive model: s(X;,q) = v tanh(WX; + Uq).

Dot product model: s(X,,q) = X[q.

T

Scale dot product model: s(X;,q) = )i/_q

Bilinear model: s(X;,q) = X[ Wq. d

The attention distribution @, can be interpreted as the de-
gree to the i-th information is concerned when a task-related
query ¢ is given. We use a “soft” information selection mech-
anism to summarize the input information. The mechanism of
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soft attention is as follows:

N
att(q, X) = Z a.X.

i=1

)

In addition, some other changed models, for example, hard
attention, key-value attention, etc., will not be described here.
The attention mechanism is generally used as a neural net-
work component, mainly to filter information and select rel-
evant information from input information.

3.4 Att-BiLSTM with encoder-decoder structure

BiLSTM consists of two layers of long-term and short-term
memory networks, which have the same input and different
ways of information transmission. The encoder-decoder struc-
ture is adopted to ensure the memory of long-time series
training. The encoder is composed of BiLSTM, base on the
input X, at time ¢, the output vector A, is obtained through
BiLSTM encoder The calculation is shown in the following
Eq. (6), where h represents the forward output, h represents
the reverse output, and @ represents the addition of corres-
ponding elements.
h = [Zfea‘i{]. 6)
In the structure of encoding and decoding, as the length of
the input sequence becomes longer, the information of the in-
put sequence saved by the intermediate vector obtained by the
encoder will become less and less. At this time, by adding the
attention mechanism, the decoder can no longer only con-
sider the hidden state of the last time step of the encoder but
can choose the most relevant hidden state among the hidden
states of the input sequence at all times. Correspondingly, in
this work, the model will use the hidden vectors of all time
steps of the encoder at every moment of decoding and focus
on the most relevant input information of the time step ac-
cording to attention. The encoder output is added to the atten-
tion mechanism, assuming that H = [hy,h,,...,h] is the set of
BiLSTM outputs after ¢ time steps. The calculation method
of attention shows as follow:

M = tanh(H),
a = softmax (W' M),
! (w'M) )
T=Ha',
h* = tanh(71).

Input 7 to the decoder, then the prediction result is ob-
tained. The whole process is shown in Fig. 4.

4 [Experiment and result analysis

4.1 Datasets

In our experiment, the proposed model is tested on a public
dataset: next generation simulation (NGSIM) which is widely
based on many existing studies”” . The NGSIM dataset is
the detailed vehicle trajectory data collected by the Federal
Highway Administration of the United States on the Americ-
an highway 101 in Los Angeles, California. NGSIM contains
four data sets in different scenes, namely, US101, I-80,
Lankershim Boulevard, and Peachtree Street. The first two
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data sets record the driving track of vehicles on expressways;
in comparison, the last two data sets record the driving track
of vehicles on urban roads. And US-101 is selected as the
primary research dataset, and the operations of other data sets
are similar.

The vehicle trajectory feature information in the NGSIM
dataset includes the target vehicle’s global and local coordin-
ates. Also, it contains essential information such as vehicle
speed, acceleration, front and rear following distance, and so
on. The study area consists of five main lanes and two auxili-
ary lanes. The vehicle trajectory data provides the precise po-
sition of each vehicle in the study area every tenth of a
second, thus obtaining the precise lane position and the posi-
tion relative to other vehicles.

4.2 Datasets preprocessing

Firstly, based on Python’s Pandas tool, the US-101 dataset in
the NGSIM dataset is extracted, and then the training set and
test set of this experiment are constructed. The specific pro-
cess is as follows:

( 1) Arrange all vehicle numbers from small to large.

(ii) Arrange the total number of frames of the vehicle
from small to large, and every vehicle entering the recording
area will be numbered and reused, so we only take the data
with the smallest total number of frames in each vehicle num-
ber and get 3108 sets of data.

(iii) Each data’s total number of frames is different. The
position data is recorded once every tenth second, so the data
with existing frames less than 60 are discarded, the first 60
data with more than 60 are taken, and finally, 2100 groups are
obtained.

(iv) Take 2000 groups of data, and take random training
from them. The remaining 100 groups are used as test set
data.

4.3 Model training

Based on the obtained training set processing, the final train-

Backward
LSTM

Forward
LSTM

Fig. 4. Attention mechanism-based BiLSTM.
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ing sample contains historical information of 10-time steps Zkl (( )+ G )2)
and future trajectory information of 1-time step. The specific Kore = Xe e = Ve
i=1
process is shown in Algorithm 4.1. Loss = @)

Algorithm 4.1: Generation of training samples.

Data: InputData tw

Result: InoutSeq

InoutSeq=[]

L = len(InputData)

for i in range(0, L—tw—1) do
trainSeq = InputData[i: i + tw]
trainLabel = InputData[i +tw: i +tw + 1]
InoutSeq.append((trainSeq, trainLabel))

end

For Algorithm 4.1, InputData presents the input data, and
tw presents the sequence length of the input encoder, i.e., 10.
The dimension of the hidden state of encoder and decoder is
128. Adam optimizer is used in training, and the learning rate
is 0.001. The algorithm is based on PyTorch. The model’s
task is to predict the trajectory of intelligent driving vehicles.
Naturally, the loss function of the model is set as the mean
square error between the predicted future trajectory and the
true value of the trajectory, as shown in Eq. (8):

500 1

400 4

Loss (ft)

200 1

100 1

4(I)0 660 S(I)O 10‘00
epoch

(a) Training set loss change curve.

260

o4

Fig. 5. Loss change curve of training and test sets.
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2000 1 @® prediction_1 ° o PY
1750 1 ° e °
°
1500 4 ® o e
°
1250 1 e ° o ®
e 3
<1000 %
- ‘” ... ..
g gooo®
S 7504 [] PY ' ° - ”
[ ]
500 1 ° e &
SHo &
\' °
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o P
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local_x (ft)
(a) The presented behavior prediction model prediction result.

Fig. 6. The prediction results with ID 30000 car.
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3 )
where (X,.,Y,.) is the predicted trajectory coordinate, (xr,yr,)
is the true value of the trajectory.

The losses of the final model in the training set and test set
are shown in Fig. 5. It shows that the loss of the model in the
training set and test set decrease continuously with the in-
creasing of iteration times and finally tend to be stable. This
process indicates that the verification result can be completed
fast after the model training.

4.4 Experiment results and analysis

We compared the proposed Att-BiLSTM and the classical
LSTM prediction methods based on the matplotlib tool
provided by python. For a specific car number (3000 or
2000), the prediction results are shown in Figs. 6 and 7,
where Figs. 6a and 7a are the prediction result obtained based
on Att-BiLSTM, and Figs. 6b and 7b are the result obtained
by LSTM method. The blue point in the image is the actual
route, and the red point is the predicted route. Prediction and
prediction_1 indicate that the data of the previous 10 time
steps are input to predict the data of the next time step, and
every 10 time steps are predicted. prediction_2 is to take the
data of 10 time steps at the beginning and predict the data of
10 time steps in the future, which is only conducted once.

200 1

8
8 100
75
50
25
0 Lok, Ao
0 200 400 600 800
epoch
(b) Test set loss change curve.
@ real o °
20001 @® prediction " ° °
1750 1 ° ’. o
°
°
1500
° .. ° . °
£ 1250 o 0 ° °o°
> o® '3
% 10001 o .4
8 o
750 4 o* °
s oo °
500 ( o2 o0 §o ot
° e ® o
250 ‘5.. ‘.O ® o
it .
04
525 530 535 540 545 550 555

local_x (ft)
(b) LSTM algorithm prediction result.
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(a) The presented behavior prediction model prediction result. (b) LSTM algorithm prediction result.
Fig. 7. The prediction results with ID 20000 car.
Table 1. The results of calculating the average distance error. 2200 .3 o reol
Evaluation index  Prediction time step ~ LSTM  Att-BiLSTM 2000 ° ® prediction_1
®
1 23.072 12.343 1800{ @
o,
ADE 2 36.764 19.699 1600 &L
5 107.384 58.163 € A
1400 1
"
They show that Att-BiLSTM is indeed much better than the 8 12001 % o
. . . o
LSTM prediction method. The algorithm can well predict the 1000 4 s .$g
future trajectory of a simple cycle track and predict the com- « 0 %
plex cycle track with multiple direction changes. Although 8001 ¢ % LY
the predicted trajectory obtained by the algorithm has some 600 1 % % I
deviation in position, the overall direction is still accurate. . . : . . .
To reflect th ority of this aleorith hol 40 45 50 55 60 65
o reflect the superiority of this algorithm as a whole, we local x (ft)

compare the following contents with the classic LSTM pre-
diction algorithm in the test set from the data level. Average
displacement error (ADE) will be used as an index to evalu-
ate the prediction results in the experiment, which is defined
as the Euclidean distance between the predicted track co-
ordinates of the predicted vehicle in the future time step and
the real value, i.e.,

N k

DU (G =60 + e =)

ADE= "

Nxk ’ ©)
where N represents the number of samples, (X,., V) is the
predicted track coordinate, and (xy,, yr,) is the true value of the
track. The basic prediction process uses 10 historical time
steps of real data to predict a future time step. In predicting
multiple future time steps, the predicted values are combined
with the last 9 of the previous 10-time step data to form a new
10-time step data, which is used as an input for prediction.

The results of calculating the average distance error by pre-
dicting different time steps are shown in Table 1. It indicates
that Att-BiLSTM is better than the classical short-time
memory network under the same prediction time step.
However, with the increase of the prediction time step, the
prediction accuracy is also declining, but the track direction
of the subject is still accurate. As shown in Fig. 8§,
prediction_1 predicts one-time step in the future.

Table 2 shows the influence of different historical se-
quence lengths on the prediction results. It indicates that when
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Fig. 8. Comparison of different forecasting time series.

Table 2. The influence of different historical sequence lengths on the pre-
diction results.

o o Historical sequence lengths
Evaluation index Prediction time step

10 20
1 8.261 12.343 6.675
ADE 2 13.328  19.699 31.138
5 47278  58.163  109.880

predicting the future trajectory information, it is not that the
longer the input historical sequence is, the better. If the input
historical sequence is too long, the prediction accuracy may
decrease, so the appropriate chronological sequence length
should be selected when predicting the future trajectory of
surrounding motor vehicles. Although the average distance
error of some data is very small, there are great differences in
the visual effect of the resulting graph, and it is speculated
that there may be over-fitting.

4.5 Experimental comparative analysis

Based on a comparison with LSTM, a further experimental
comparative analysis was carried out. The objects of compar-
ison are ConvLSTM and TrajGRU. LSTM is the stacking and
time connection of a plurality of LSTM units. ConvLSTM
has a convolution structure in input-to-state and state-to-state
transition, and a coding prediction structure is formed by
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stacking multiple ConvLSTM layers. It is roughly composed
of two networks: a coding network and a prediction network.
The initial state of the prediction network is copied from the
last network of the coding network™. TrajGRU uses the cur-
rent and previous input states to generate local neighbor sets
of each location at each time tamp and can learn the connec-
tion topology by learning the parameters of the subnet. The
model inserts a down-sampling layer and an up-sampling lay-
er between neural networks, which are realized by convolu-
tion and de-convolution with step size".

Both ConvLSTM and TrajGRU are classical algorithms for
spatiotemporal sequence prediction. And they have a good ef-
fect and strong adaptability. At the same time, they put for-
ward a new comprehensive evaluation scheme to verify
whether the new algorithm is SOTA. Compared with them, it
can show the advantages of the presented algorithm.

Table 3 describes the performance of different models, in-
cluding this model on the NGSIM dataset. By analyzing the
performance of each model in the next 1 to 5 time steps, we
get the mean square error of their predicted coordinates and

Table 3. The performance of different models.

real coordinates at different time steps. Based on the LSTM
model, the improvement of other models relative to LSTM is
analyzed. It shows that this model has a better prediction ef-
fect than other models under the same conditions.

On the basis of Table 3, take the future forecast time step
as the horizontal coordinate axis and the mean square error
between the forecast result and the real result as the coordin-
ate vertical axis. The relative results of different models are
shown in Fig. 9. It indicates that the prediction effect of
LSTM is the worst. Our model works best when the predic-
tion time step is small, while ConvLSTM and TrajGRU are
comparable. When the prediction time step is 3, the predic-
tion error of ConvLSTM is close to that of our model. When
the prediction time step is 4, the prediction error of TrajGRU
is close to that of our model. When the prediction step size is
5, the accuracy of the TrajGRU model is higher than ours, but
our model’s the total accuracy of the first five prediction steps
is still higher than other models. We can say that the model in
this work takes into account the advantages of ConvLSTM
and TrajGRU in a small prediction time step.

Models time step: 1 A (ft) time step: 2 A (ft) time step: 3 A (ft) time step: 4 A (ft) time step: 5 A (ft)
LSTM 23.072 — 36.764 — 53.280 — 78.564 — 107.384 —
ConvLSTM 20.150 —2.922 22.495 —14.269 26.620 —26.660 54.459 —24.105 66.248 —41.136
TrajGRU 18.112 —4.960 24.730 —12.034 31.130 —22.150 38.372 —40.192 47.150 —60.234
ours 12.343 -10.729 19.699 —17.065 25.385 —27.895 33.621 —44.943 58.163 —49.221
Fig. 10 gives the influence of the increase of prediction
100l ™ ConvLSTM time step on the interference degree of each model more intu-
— I;?SIRU itively. The growth of prediction time step has little influence
50| == Ours on LSTM and TrajGRU, but it has some influence on ConvL-
STM and our model. Specifically, when the prediction time
&= step increases from 3 to 4, the error of ConvLSTM fluctuates
2 greatly, and from 4 to 5, the error of our model also fluctu-
ates slightly. However, our model still has great advantages in
07 overall error.
B 5 Conclusions and future work

25 30 35 40 45 50
prediction time step

1.0 1.5 2.0

Fig. 9. The mean square error between the forecast result and the real res-
ult of each model.
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Fig. 10. The increase of prediction time step on the interference degree of
each model.

6-7

This work investigates the problem of the surrounding
vehicles’ behavior prediction. By adopting the attention
mechanism into the encoder-decoder of a bidirectional long-
short memory network and giving different weights to differ-
ent states according to the importance of the network training
process, we solve the problem that the encoder will forget if
the sequence is too long. We present detailed comparisons to
show the high accuracy of the method.

We successfully solved the contribution of the different in-
formation of each time period in the input sequence to the fi-
nal prediction result. However, some issues, such as, com-
plex environments and multi-vehicle interaction problems,
need to be researched in the future.
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