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Abstract: A universal model reference adaptive control (MRAC) method based on extended state
observer (ESO) was presented, which was used to directly estimate states and uncertainties and
then compensate the uncertainties. Benefiting from the ESO, we only need to know the order of a
system without distinction between linear and nonlinear system, time-varying and time-invariant
system, the internal (parameter or structure) uncertainty and the external (disturbance)
uncertainty etc. Furthermore, the reference model which meets desired performance index and
has the same order with the system can be chosen arbitrarily largely independently of the system
structure. Therefore, the controller design process is greatly simplified. After proposing the
control architecture, the control law was designed and a strict stability analysis was given. The
features mentioned above in addition to strong robustness, small control moment and high steady
state accuracy are demonstrated by the simulation results.
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0 Introduction

For a system with internal ( parameter or
structure) uncertainty or external (disturbance)
uncertainty is difficult to control, adaptive control
theory had been proposed. So far, the major
adaptive control methods, which are more mature
and widely used in application, are model reference
adaptive control and self-tuning regulators. The
main concept of MRAC is to promote the output of
the system to track a reference model that has been
constituted in advance, thereby accommodating the
performance index of the system.

State feedback MRAC needs to obtain all state
information accurately, which is wusually not
practical for many practical systems. Aiming at
this problem, the following methods are usually
used: adaptive laws based on transfer functiont';
designing an adaptive observer to estimate the
unknown parameters and states of the systemM.
In addition. the output feedback adaptive control is
also an important research direction, see e. g.
Refs. [ 3-6 ] and the references therein. Note that
there are often external disturbance and
measurement noise to a system, in addition to un-
modeled dynamics. However, adaptive laws
designed based on stability theory can only
guarantee the stability of the ideal system
nominally. Adaptive control system is a non-linear
system, hence the impact of a simplified model,
external disturbance and noise should be taken into
account, otherwise the system stability cannot be
guaranteed. This gave rise to the robustness
problem of the model reference adaptive control
[7]

systems In order to minimize the negative

influence of internal or external system
uncertainties, since the 1980s there have been lots
of work done on robust adaptive controlt®,
Recently., a novel L1 adaptive controller was
developed, which ensures uniformly bounded
transient response for system’s both signals, input
and output, simultaneously in Refs. [12-13]. This

new architecture has a low-pass filter in the

feedback loop and relies on the small-gain theorem
for the proof of asymptotic stability. In Ref. [14],
the methodology was extended to systems with
unknown time-varying parameters and bounded
disturbances in the presence of unknown high-
frequency gain; In Ref. [15], the paper extended
the approach to the un-modeled actuator dynamics
system; In Ref. [16], the extending approach was
utilized in a class of system with unknown
nonlinearities; In Ref. [ 17 ], the paper extended
the methodology to a class of systems in the
presence of un-modeled dynamics; In Ref. [ 18],
the methodology was extended to time-varying
reference systems in the presence of un-modeled
dynamics.

It seems that several important aspects are
worthy of taking into consideration in these
papers. Firstly, the L; adaptive controller needs to
adjust its architecture, adaptation law and control
law according to different system types. In other
words, it is much too dependent on model rather
than universals. As we all know, proportional-
integral-derivative (PID) control law is widely
used in application for its simple architecture and
less dependence on models. Secondly, as
mentioned above, several methods such as neural
networks have been used to improve the robustness
of adaptive control. However, as presented in
Refs. [19-20 ], the design of neural networks is
usually complicated and there still remains several
difficult problems to solve. Finally, much effort
has been done in the design of full-state feedback
adaptive controllers. What’s more, the problem of
design and analysis of output feedback adaptive
control becomes more complicated due to the
absence of a damping factor introduced by the
controllert,

In this paper, we propose a new model
reference adaptive controller based on extended

state observer ( ESO-MRAC).
adaptability of ESO is stronger than an ordinary

Robustness and

observer/adaptive observer, and with better effect

[22-24]

of estimating the disturbance The presented
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controller possesses the following characteristics:

(I) Tt is simple and universal, requring only
the order of the system, without amy distinction
between linear and nonlinear, time-varying and
time-invariant, internal (parameter or structure)
uncertainty and external ( disturbance )
uncertainty, etc.

(Il ) The reference model which meets desired
performance index and has the same order with the
system can be chosen arbitrarily independently of
the system structure.

(IMT) Since the uncertainties are compensated
by ESO, the controller has strong robustness,

small control moment and high steady state accuracy.

1 Mathematical model formulation of
ESO

Consider a generally non-linear time-varying
dynamic system with single-input single-output
described by
£ = flx(, (D s V(D) (D)) 4 by r (1)
y=x

(D
where w(t) is the external disturbance and b, is a
given constant, r is the control input, 7y is the
regulated output. Here, f(x(), ()., 2" Y (1),
w(t)) simply denoted as f ( ¢ ), represents the
unknown non-linear time-varying dynamics of the
plant. That is, for this plant, only the order and
the parameter b, are given. To this end, assuming
fC ) is differentiable and letting h= f ( + ),
T 1 ()= fC+ ). Treat the x, (1) as an extended
state of system (1), then system (1) can be
written in an augmented state form as:

() = 2D, 2(D = (D), 2" () = x,(0)
27 () = 2 (D) + by r 1
£ (D) = h(z,w) J
vy = x;(t)

(2)
where x=[ 21 23, s 21 J]TER"", uER and yE€
R are the state, input and output of the system,
respectively. Any state observer of system (2),

will estimate the derivatives of y and f( ¢ ) since

the latter is now a state in the extended state
model. Such observers are known as ESO. A
particular ESO is given as follows:

e— X — X
.f‘1 - }2+Zlg1(€)

32: A:Tle 7, (e)
LT hene (3)

j::n = }/:H + lng-u(e) + b{) r

Ert = L1 G (O
- T 11
s ]TERYY, @ g,

gn11 are proper functions to be chosen, I, 1y, ",

where x=1[ 21, 225 **

I, 1 are the observer gain parameters to be chosen.
This ESO is able to estimate x(1), x(1), =z (1)
as well as xo1 (£)s namely z (t) =z (1), =,
2, (D=2, (D s 2yr (D> 2,1 (D= f(+ ). We adopt
control signal as r= 1 — 2.1 (1) /by » then system
(1) can be rewritten as:
o
o o8
y=ux
In general, g, g2, ***, g1 are defined as
giCe,a;,8) =falCe,q;,8), and the observer is called
non-linear extended state observer (NLESO). The
nonlear function fal( « ) is described by
falCerar = |0 el=2
| e|%sgn(e)s | e|>9

where 0 is a positive constant, and when o<1, the

function fal( « ) has the following property: small
error and big gain; big error and small gain.

For convenience, we can obtain linear
extended state observer (LESO) by adopting g,

gos s gy as simple linear functions. However,

LESO’s efficiency is much lower. LESO is
described by

(1:31 - .%2 + ll(l‘l *‘il)

ll',h1 = _i‘,r, + [,ﬁl (1‘1 - i‘}) (6)

j;n - -%n 1 + Ln(Il - i’l) +bu

X1 — ln 1(~T/1 - :;:l)
Gaot™ presented a simple method to select the
LESO gain parameters based on bandwidth, as

follows
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lrhl] = [ohoq (,q%az cee U)(?Hayrﬂj

7
,n+ 1) are
selected such that the characteristic polynomial
s s st e, is
simplicity, let '+ a " + = + a5 T e =

(n+1)!
i1 (nFl1—D!

n+1. Then the characteristic polynomial is equal

(L b

where @ > 0. Here, o (1=1,2, -

Hurwitz. For

(s+1)" ', where ;= s 1=1,2,+,

to (s+ w )", and w, becomes the only tuning

parameter of the observer.

2 ESO-MRAC

2.1 Control law design of ESO-MRAC

Fig.1 shows the closed-loop ESO-MRAC
architecture, where i =1, 2, ==, (n— 1), and
assuming [ 7 s 13t s s rai1 ] = 7 Foee, XD AP,
The dotted line means that when the state is
measurable, we can either make use of the real
state information directly or the estimated state
information from the extended state observer.
Given that the extended state observer parameters
are set reasonably, the estimated state can track
the real state well, and we assume that x; = x;
here. Consider the non-linear system (1), and its
reference model is described by

K= e T (D (8)

H(t) [reference
— model

control
law

system

ESO

Fig. 1 Closed-loop ESO-MRAC architecture

Assuming
=2 —r, i=1,2,.n 9)
w() =— D ke, i=1,2,.(n—1 (10)
Then we obtain the input of the object
(D = D+ ul) — 2,0 (D) /by, (11)
Notice that
27 = 2,0 (D + by r(D) a2
Substituting Eq. (11) into Eq. (12) gives

27D = "D+ ult) — 20 (D + 200 (D
(13)

and then one has

Zkle“) = _i‘,rH(t) +l‘,ﬁ1(t)a 1=1,2,,n

14
According to the assumption
a1 () = 2,1 (D (15)
We have
Dk =0, i=1.2..n (16)

Let kiyi=1,2,, n be some constants. For
this high order constant coefficient homogeneous
characteristics

linear differential equation, its

equation is
Dkr? =0, i=1,2,.n (17)

Let the real part of equation root be negative

enough. that is real(r;)<C0. Besides

Dk = ﬁu— r) =0 (18)
i=1

We can get ki, i= 1,2, -, n by equation
expansion. For convenience, we consider that the
characteristics equation has single negative root,

then the tracking error
lime() = lim >, Cie™ =0, i = 1,2,
g i

19

In other cases, lime(t) =0 (i=1,2,+,n) is

Pt
also attainable as long as real ( r,) < 0 is
guaranteed, according to the solution structure of
norder constant coefficient homogeneous linear
differential equation.

The deduction

assumption x; = x;. As a matter of fact, it is

above is based on the
difficult to guarantee that x; = z; is strictly equal.
We give a strict stability analysis to make sure the
system is stable and the tracking error is bounded.
2.2 Stability analysis
In Refs. [ 23, 26 ],

bounded
disturbance respectively from different point of

view, and in Ref. [ 27 ] the convergence of NLESO

LESO was

under a class of

studied

observation error

is proved. Combining these results, we present

here the system stability analysis. It follows by
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two steps: Firstly, we prove that LESO state
estimation error is bounded; secondly, we prove
that the closed-loop ESO-MRAC system is stable
and the tracking error is bounded under the
bounded error of state estimation both by LESO
and ESO.
2.2.1 Convergence of the LESO

Let ;i: x,— x2;,(i=1,2,++,n+ 1), which
denote the state estimation error. From Egs. (2),

(5) and (6), the observer estimation error can be

shown as:
T = T — wa I
,:/ . -~ l -~
Tyl = Xy — @ 1 X - 20)
T, = Tnj1 — W) QX1
~ _ 1 =
To1 = h(x,w) — o a1

T (i=1,2,

0

,n+1), then

Now let & =

system (20) can be rewritten as:

é:%Ae+BM 21
a
where
— 1 0 0 0
— 0 1 0 0
A= ' P B=
— 0O =+ 0 1 0
— Q|1 0 e 0 0 11

Here, o;(i=1,2,-
is Hurwitz.

Theorem 2. 1

,nt1) are selected such that A

Assuming h(x, w) is bounded,
there exist a constant ;>0 and a finite T, >0 such
that ‘;,(t) ‘<U,,i:1929"'977+19 V t}Tl>O and

, for some positive

@ >>0. Furthermore, Gizo[%
wy

integer k.

Proof Solving Eq. (21), it follows that
(D = ene(0) + | ent 0 phlD Wy
0 )

22)

Let

p(D = J,Le“vA<'*f)B}7L<1‘<f"w)df (23)

0 wl
since h( 2( 1), w) is bounded, that is, h( (D ,w) <9,

where 8 is a positive constant, for i=1,2, -, n+1,

we have

0

1
0

| pi(D) | <

D (A'B); |+‘ (A "e?MB),; |]

24)
For A and B defined in Eq. (21),
0 0 0 — 1
Q-1
1 0 o X
Qi1
Al= |0 1 0 — =,
Q1
0 0 - 1 G
L Ay
| (A'B), [< o (25)
where © = max 1 ,M}. Since A is
=2, ant1 Ayl 1 Ayl

Hurwitz, there exists a finite a finite time T, >0
such that

1
= (26)

I:ew()/\l]lj <

forall t=T,,i=1,2,++,n+1. Hence

I:ewoAzB]ig }\1 (27)
[0
| (A lenVB), |< Es (28)
(O

for all t=T;,i=1,2,+-,n+1, where

p = max L,ler .

i=2 ol | Qo1 edyem)

From Egs. (24), (25) and (28), we obtain

| | < oy o (29)
Wy 0

for all =T, i=1.2,+-,n+1. Let
€sum(o) :| 51(0) |+‘ SZ(O) ‘+"'+‘ s?‘ﬁl(o) ‘-
It follows that

| [e®¥e(0) ], \<E“%§?) (30)
@

for all t=T,, i=1,2,

one has

,nt1. From Eq. (22),

L e || [e?e( ] [+] p( | (3D
Let 2am(0) =] 2, C0) | 4| 25 (0) | e | 2oy (O 1.

" and Eqs. (29) ~ (31),

0

According to & =

we have
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~ Lo (0) do 3 Ax(D]ii, 1 =0
| Li ( t) | < ‘ rrt-1 |+ n 2 + ZnﬂH*S — O [ ~ ] ' ' (37)
“w @0 | [Ax(D ], [< ko= 7. YVt =T,
(32)

for all =Ty, i=1,2,--.nt+1. Q. E.D.

As shown in Eq. (32), the estimation error of
the system LESO (6) is bounded and its upper
bound monotonously decreases with the observer
bandwidth.

2.2.2 Stability analysis of MRAC based on LESO

Theorem 2.2 Assuming h(x,w) is bounded,

there exist a constant p;~>0 and a finite time T,>0
such that [ (D [<<p,i=1,2,,nt+1,V=T,>0,

and . > 0. Furthermore, p; = o [i] for some

positive integer j.
Proof From Egs. (10) and (14), we obtain
(f—=aw) +kiCri—2) + 1y — 200 =0

(33
Let 6;:7';71‘1'(1.:1929"'971)9 we haVe
e — 1N — X1 — 1o T Xy — €
€1 — il 7 Tl — T T Xy = Gy . (34)
€ = 1y T Xy = N L1 —
n
- 2 k,'(e,' + I,‘) — X1
i=1

Let e:[el LN ] er;]TER“vx: I:‘T/l s Az 9"t s Iy leE
R"', then

e() = Ae(D) + Ax(D (35)
where
0 0 0
0 0 1 0
A = : ,
0 0 0 1
—k —hk — ks k,
0 0 = 0 0
0 0 0 0
A, =
0 0 0 0

—k — kg e —k, —1
Solving system (34), we have
e() = ete(0) JrJ X P Ax(Ddr (36)
0

According to Eq. (34) and Theorem 2.1,

one has

n!

G—D! (nt1—0!
W™ (i=1,2,,n), such that A, is Hurwitz.

Define y=[0 0 -+ 0 7v]T. Let

where k, = 1+ > k. Let k;=
i=1

(1) = J[eAk“ 2 A:x(odz

0

It follows that

() = J[e‘x"(' " Ax(Ddr,

o
we have
Lo (D [<<| Ay [+] (ATe™ ), | (38)

and

Aty = =T
ky w7} (39)
| (A" |imgien = 0
Since A, is Hurwitz, there exists a finite time T; >0
such that
[ ety 1< - (10)

(

fOI' all t> Tg(la]zla 29"'9 71). Note that Tg
depends on A,. Let Ty = max {T,.Ty}. It

follows that

¢ 7
| [eAk ‘V]r |< nl 1 (41)

Wy

for all t=Ty(i,j=1,2,**,n), and

J1+21k1
i=1

| (A ey, <1 w; w

ntl
¢

—42)
Y

nil

for all t=T;. From Egs. (38), (39) and (42), we

obtain:

J 1+ Dk
v i 2
nl1

AT T
| @ (D [< @ @e @
14

nll
¢

for all =T;. Let en(0)=1¢ (0 |+ e (0) |+ -+
+1e,(0)]. Tt follows that

=1 (43)

i 2y

| [e™e(0)]; << e.\(n‘O]) 44>
@,

(§

fOI' all t}T;g(i,]’zlaza"'
has

,n). From Eq. (36), one
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e [<| [eMe(O) ] |+] @D | (45)
According to Egs. (39), (43)~(45), we have

‘ e(t) |<<
(14 D k) ko
6_\(0) kNGi i=2
n—1 + n + 2ntl
& ¢ [OF i1 < p
e.(0) + ko
wZ»H =2, m
(46)
for all t=Ty(i,j=1,2,**.n), where
o=
1+ ki) ko
max ({\(O) kSG,' ; d Q(O)‘stdi .
wrrFl (1)’-1 + wZJﬁl 4 (1)'»?71

Q. E.D.

As shown in Eq. (46), the tracking error and
its up to (n—1)th order derivatives of LESO-
MRAC are bounded and their upper bounds
monotonously
bandwidth.

Furthermore, on the basis of the conclusion

decrease with the controller

drawn in Ref. [27] that the estimation error of the
NLESO is bounded, the tracking error and its up
to (n— 1) th order derivatives of NLESO-MRAC
bounded and their

are also bounds

upper

monotonously  decrease with the controller
bandwidth according to Eq. (46). In a word, the
closed-loop stable and boundedly
convergent as long as LESO or NLESO is bounded

convergent.

system is

3 Simulations

In this section, two examples are used to
illustrate the practical performance by simulation.
Example 3.1 Consider a second order linear

system with uncertainty described by

IS

1= X2 1
13 =— 502 — 502 + sign(sin()) + 3r-(47)

y=x
Its second order reference model is
described by
X = Ay l
T3 = 31, — 32, +3r; (48)

y= &

NLESO gain parameters: [, =40, [, = 400,
[;= 800, control laws gain parameters: k; = 80,
k, = 250. For a second order system, k; and k;
have a clear physical meaning, and they correspond
to the differential and proportion in traditional
PID. To

presented method, we compare it with state

illustrate the effectiveness of the
feedback adaptive control without compensation,
output feedback adaptive control (no differential,
ks=0) and PID (for models (48) and (47) with
fixed parameters, that are k,=2, k,=1, k,=2) by
step response. Besides, the parameters remain the
same in the whole process. The simulation results
are shown in Figs. 2~7.

As shown in Fig. 2, the simulation results
show that ESO-MRAC can well track the output of
the object reference model and has the following
advantages:

(1) As shown in Fig. 2, the PID with the
fixed parameters is suitable for model (48),
however, its performance become very poor when
the system has a total disturbance of —47 x, —47 2+
sign(sin (¢t)), which is not a problem for ESO-
MRAC.

(II) As shown in Figs. 3 and 4, the ESO can
estimate system states well, and in Fig. 5, the
ESO-MRAC is feedback

adaptive control. In this case, the output feedback

better than output
adaptive control is equal to proportional control,
and the ESO-MRAC is actually proportional-
derivative control. Therefore, the ESO-MRAC is
superior to the output feedback adaptive control.
() As shown in Fig. 6, the steady-state
accuracy can be improved by compensation based
on ESO.
disturbance, but also eliminates almost any form of
Although the

feedback can also

The ESO not only inhibits constant

traditional error
inhibit

disturbance, it often makes the closed-loop system

disturbance.
integral constant
slow in operation and easy to oscillate. At the
same time, it also makes the control moment easy
to saturate, which brings about other negative

effects. Neural networks can also estimate and
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1.4 10 - -
— total disturbance
1.2 o e estimation
= :
1.0 — £
7 - ]
! =]
0.8 —-—--reference model response || Z
= —— - system response ;
06 —— PID for model (48) 2
—— PID for model (47) .§
i . = ]
0.4 i~ 2
02pff ="
0 i i L i L L
0 2 4 6 8 10 2 4 6 8 10
tls tls
Fig.2 Diagram of step response Fig. 3 The total disturbance and its estimation
1.2 20E-3 . - - :
.| — tracking error based on state feedback
:: tracking error based on output feedback
a ISE-3}
— |
g < x estimation 5
=] —== x one-order derivative i £ 10E-3
-5 ==+ x one-order derivative estimation &0
3 i =z
g E SE-3
w B
o _ 0
i LD P S W T )
_02 L L n " —5E—3
0 2 4 6 8 10
tl's
Fig. 4 System states and their estimation Fig.5 Tracking error of adaptive control respectively
based on state feedback and output feedback
1.4 20
JE—
1.2+ | == reference model response H
——~- system response without compensation | 15 control moment without ESO
1.0 o —— e ] E -.=..control moment with ESO
g £ 10 .
_ 0.8F i J g
o s E
&l i -
0.6r ,/ 1 E 5 _
4 g \
04t 4 ; o '
F \, )
i 0 MmN e N
0.2+ ; 1
7
0 ) : . ) _5 .
0 2 4 6 8 10 0 2 4 6 8 10

Fig. 6 Diagram of step response without compensation

compensate disturbance, but it is complex to
design and cannot estimate system states.

(V) As shown in Fig. 7, due to disturbance
estimation and compensation by the extended
state, the control moment is greatly weakened,
which is of great value in engineering applications.

Example 3.2 Consider a second order

tls

Fig.7 Control moment with/without ESO

nonlinear system with uncertainy described by
T = 1
13 =— 100 2, — 502, + 2002, 2, +
200, x5 + 10sign(sin(31)) + 3r ‘
y=x
The reference model is described by Eq. (48)

just as before, and controller parameters remain

49)
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the same. The simulation results are shown in
Figs. 8 and 9.

1.4

JE——
12} —-—-- reference model response |
- = system response

1.0 -

. 08 /

o6t/
04t 7

02 1

0 2 4 6 8 10

Fig. 8 Diagram of step response of ESO-MRAC

200
=
£150
E
= total disturbance
oot = 4 [ estimation
g
= ;
Z S04
0 I 1 I N
0 2 4 6 8 10

Fig. 9 The total disturbance and its estimation

As shown in Figs.8 and 9, the reference
model is the same for both nonlinear system (49)
and linear system (47). Although the parameters
remain the same, system can still track the
reference model well. This means that the ESO-
MRAC is suitable for systems with the same
order, hence it is easier to choose a reference
model, thus providing a great convenience for high
order systems, especially higher order nonlinear
systems to select a reference model. In addition,
due to linearization with dynamic compensation,
the closed-loop system works in a linear state,
which avoids the robustness problem for a non-
linear system and the robustness mainly depends
compensating the total

on estimating and

disturbance by ESO.

4 Conclusion

In this paper, a novel model reference adaptive

control method based on extended state observer
(ESO-MRAC) has been presented. Closed-loop
ESO-MRAC architecture, control law and stability

analysis have been given. Compared with

conventional adaptive controller, extended state
observer was introduced first to estimate and
compensate the uncertainties, which brings about a

series of advantages. The proposed scheme is

simple, universal and easier for choosing a

reference model. Furthermore, it has strong

robustness, as well as small control moment and
high steady state accuracy. The features mentioned

above have been demonstrated by simulations.
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