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Abstract: Sensor data association is an important problem in modern multi-sensor systems. The
purpose to solve this problem is to decide which measurements from the different sensors belong
to the same target. The traditional methods for data association usually form the association
matrix and find the optimal solution in different ways. These solutions are, however, sensitive to
the characteristics of the sensors. A novel method which uses the relative positions among the
targets and extracts the relative positions pattern to compare and search for the matching pairs
between the separate sensor systems is proposed. An improved algorithm which is suitable for
sensor data association using relative positions is also presented. The sensor bias has little
influence upon this association algorithm due to the inherent characteristics of the relative
positions. Simulation results show that association using relative positions is robust against
sensor bias and has an overall improvement.
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0 Introduction

Multi-sensor data association is a fundamental
problem in modern multi-sensor fusion systemst”.
The advantage of fusing information from separate
sensor systems is that the systems can achieve
better performance than traditional single-sensor
systems. The multi-sensor systems can provide
more accurate and more comprehensive information
by using the redundancy of separate sensorstd.
Data association is to decide which of the
measurements from these sensors belong to the
same target. The association problem is usually
complicated by a lot of problems such as sensor
alarms  and

bias, random  errors, false

misdetectionst.

Associating sets of observations from different
sensor systems is common in the multi-sensor data
association problem. The traditional methods to
solve the problem of data association consist of
several stepst™. First, valid estimation of the bias,
which wusually results from sensor coordinate
deviation or registration bias between the sensor
systems, is needed and this bias needs to be
removed in order to eliminate the impact. Then,
an assignment matrix based upon the statistical
distances among different targets is formed. After
that, several algorithms for solving this
assignment matrix need to be proposed to minimize
assignment cost as an optimal problem. This
problem is usually considered as global nearest
neighbor GNN problem™ , and many mathematical
methods, such as auction algorithm and JVC
algorithm., can solve this optimal problem
successfully.

Blackman provides many effective methods to
association  problem

solve the sensor data

meaningfully®™™. These traditional methods are
usually sensitive to sensor bias, random errors,

false alarms and misdetections. Stone proposes a

association™,

heuristic algorithm for data
Although the algorithm in Ref. [5] is practical
since the relative bias estimation method is not
based on any association hypothesis, it still
effective  bias  estimation  before

Levedahl

problem as global nearest pattern (GNP) using a

requires

association. poses the assignment

cost function in the presence of bias and random
errors, false alarms and misdetections conditions,
and compute the maximum likelihood with the bias
association

estimation  for possible

Le]

every
hypothesis In this way, the relevant parameters
of the sensors are successfully introduced into
association process but as the number of targets
increases, the algorithm complexity grows rapidly.
In Ref. [7]. Papageorgiou proposes a solution for
optimizing the computation complexity and a fast
algorithm for GNP. In Ref. [8], Ferry computes
the association probability with a prior distribution
of sensor bias. However, we cannot get the prior
distribution of the sensor bias in reality. In Ref.
[9], Shi et al. use the “Fuzzy reference topology”
as the target feature in polar coordinates and define
a likelihood function between two topologies with
three different kinds of sensor biases. In Ref.
[10], Du et al. further study the “Fuzzy reference
topology” algorithm and propose a fast method for
solving this algorithm. This method improves the
performance of data association, but is easily
affected by the misdetections of the targets and the
time complexity of the algorithm is still relatively
high.

In this paper, we propose a novel method
which takes relative positions among the targets
and extracts the relative position pattern to
compare and find the matching pairs between the
separate sensor systems, instead of using absolute
positions to search for the matching pairs. An
improved algorithm which is suitable for this

method is also presented. By comparing the
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relative positions and finding the maximum number
of possible matching pairs, one matching pair can
be found and the relative bias can be estimated.
Then through finding other matching pairs by
mapping the targets from one sensor to the other
sensor using the relative bias, all matching pairs
can be obtained and more accurate relative bias
between the sensors can be estimated. Computer
simulation shows that the algorithm using relative
positions is robust against sensor bias errors and
traditional

has  better  performance  than

approaches.

1 Problem formulation

In this section we present the sensor bias
model and the definition of association problem,
then show the traditional approach to the
association problem.

1.1 Sensor bias model

Assume that two separate sensor systems, A
and B, observe N objects in the observation space.
A detects m of the targets and B detects n of the
targets. Each sensor system may also detect some
noise clutters due to the false alarm which actually
do not exist in observation field and these clutters
can affect the association result. The observation
space is converted to the two-dimensional Cartesian
coordinates. The purpose of sensor data
association is to identify the pairs sharing the same
origin target, but due to the impact of sensor bias,
random noise, misdetections or false alarm, this
association problem is difficult. Eliminating these
effects has a critical influence on the data
association result.

In this frame, each target detected by separate
sensor systems can be modeled by Ref. [6]:

A =X +GP)+ aa3 i = L. ums
B = X;+GQ + a3 j = 1.y,
where:

A, location of i, observation from sensor A

B; location of j; observation from sensor B

ii_] actual locations of the targets

G(v) Gaussian noise (mean 0 and covariance

matrix )

P covariance matrices for Gaussian noise in
sensor A

Q covariance matrices for Gaussian noise in
sensor B

xa bias vector in sensor A

x3 bias vector in sensor B

The target states are described by state
vectors A; and B;, and the measurement noise in
separate sensor systems is described as the zero-
mean Gaussian vectors with covariance matrix P
and Q. Though the sensor bias of each sensor is
actually changing slowly, the bias can be
considered as a constant vector at the association
time. The association problem is to determine the
matching pairs of target observations in sensors A
and B. The requirement is that all association
matching pairs are unique. In other words each
target observed by A maps either 0 or 1 target
in B.
1.2 Definition of association

Consider two sets {a ji2ys { B }i=i. The

n

expression { « }!", represents the i targets
observed by sensor A, {f;}}=, represents the n
targets observed by sensor B. Define an association
hypothesis as an injective function on a subset Dom
() of {as 55 @,} taking values in {fi,f,,
B.}. The expression j= a(i) means that the i,
target in sensor A maps the target j,in sensor B
while they share the same target source. The
expression i€ Dom(a) means that i, target from
sensor A has no matching pair from sensor B,
while j& Im(@ means that j,target from sensor B
has no matching pair from sensor A. This situation
implies that the target may be a clutter noise or a
target which is detected only by one sensor
system.
1.3 'Traditional approach to the association problem
The traditional approach to the sensor
association problem uses the following steps to
achieve sensor association™. First, the method

estimates and corrects the bias, and an association

matrix is formed by calculating the statistical
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distances among the targets. The second step
solves the optimal assignment of the association
matrix which is wusually called global nearest

neighbor GNN  problem™".

methods can be used to solve this assignment

Some mathematical

problem such as auction or JVC algorithms which

are used to minimize the assignment cost. Then

the corresponding targets from the different

sensors can achieve the final association.

2 Data association using relative
positions

In this section, we use the relative positions
rather than the absolute positions among the
targets for association. In the following, we can
see that association using relative positions is
robust against sensor bias since the bias has little
association process. The

impact during the

complete algorithm using this method is
represented and some important issues are also
discussed.

Sensor bias correction is required in multiple
sensor systemst. For the sensor data association
problem, it is not meaningful to estimate the bias
for individual sensors, but the estimation of the
relative bias between the separate sensors is
needed".

statistical distances among the targets to measure

As the traditional approaches use the

the similarity between the targets, the relative bias
affects the performance of the traditional data
association approaches significantly.
2.1 Relative Positions among targets
Assume that there are m targets observed by
sensor system A and n targets observed by sensor
system B.
Assume that two targets i and j observed by
sensor A and their states can be defined as:
Xy = Xi+ Ba+ vas
Xy = X;+ Ba+ vas
where Xx=1[ 2a » ya |" is the measurement state of
target i, Xy =[ aa;» vy ' is the measurement state
of target j. Vector Xi=[ xi,y; ' is the actual state

of target i while vector X;=[ x;, y;]" is the actual

state of target j. Vector Ba=[ba.sba, |'is the bias
of sensor A at the association time and v, is the
Gaussian measurement noise of sensor A with
g 0]
mean 0 and covariance matrix [ ’J'
ol
Then:

X = Xo — Xa = X, — Xi + V= X, + Vi
From the equation above, the relative distance
between the targets i and j observed by sensor A is
determined by X; and noise vi. The noise v} is a
two-dimensional Gaussian noise with mean 0 and

| | [Zoﬁ’ 0 }
covariance matrix .
0 24
For sensor B, assume that the same targets 1
and j are also observed by sensor B, and their
measurement states can be expressed as follows:
X = Xi+ Bs + vg,
Xy = X; + Bg + vz,
where vector By=[ by, by, T is the bias of sensor B

at the association time and vy is the Gaussian

measurement noise of sensor B with mean 0 and

2
. . d; O
covariance matrix 5 |
0>

Then:

Xpj = Xpp — X = X; — Xi + Vp= X; + V.
From the equation above, the relative distance
between the same targets ¢ and j observed by
sensor B is determined by true distance X, and
noise v 5. The noise vy is a two-dimensional
Gaussian noise with mean 0 and covariance

S
matrix .

0 26

Compare the relative distances Xp; and Xy »

and their differences can be calculated as:
X — Xaj = Vi— VA= V.
From the equation above, the difference between
the relative distances of the separate sensor
systems meets the Gaussian distribution with mean
26 +26 0
0 and covariance matrix [ ) :'
0 260 +20

It can be observed through the analysis above

that the sensor bias has little impact on the
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association results by comparing the relative
distances among the targets to find matching
pairs.
2.2 Relative position between sensors
Assume that the target i observed by sensor A

maps the target a observed by sensor B. Then the
measurement states of target i and a can be
expressed as;:

Xy = Xi+ By + vas

Xp = X, + Bi+ v
Then:
X. = Xpo— Xyu =By —By+vw—vy, =R, + VW-
The vector R, is defined as the relative bias
between sensors A and B. The residual noise
between the targets in sensors A and B is vector v’
which is a two-dimensional Gaussian distribution
variable with mean 0 and covariance matrix
d+a
[ 0 m+<r}

between sensors A and B usually needs to be

The relative bias R, = By — B

estimated for further processing.
2.3 The complete algorithm for data association
using relative positions

The purpose for data association is to map the
targets of sensor A to the targets of sensor B. In
the area of pattern recognition and intelligent
computing, the problem of searching for optimal
matching pairs between two point patterns is
regarded as point pattern matching., and there are
many effective ways to solve this problem. In Ref.
[11 ],

matching algorithm for fingerprint identification

Shih-Hsu Chang proposes an effective

and the algorithm can handle translation, rotation,
and scaling differences under noisy or distorted
condition, but this method is not very applicable to
the sensor data association problem.

Here we propose an improved algorithm which
is suitable for the problem of sensor data
association and provide a method for calculating
parameters in this algorithm. In order to find all
the matching pairs, we try to find the maximum
number of matching pairs between sensors A and

B. In the following steps, we first find one

matching pair and estimate the relative bias
between the sensors, and then we use this bias
estimation to find the other matching pairs.

Assume the sensor system A observes m
targets while the sensor system B observes n
targets. First we select one target named target i
from sensor A and select one target named target a
from sensor B. The pairs are thought to be the
matching pairs now although they may not be so in
fact. Then we can calculate the relative distances
between target i and the other m— 1 targets j in
sensor A. For sensor B, we also calculate the
relative distances between target a and the other n
—1 targets b. If the relative distance difference ||
A; — B, | < /A\,. the targets j and b may be
matching pairs. A new matrix CntNum,, is defined
here to accumulate the number of matching pairs j
and b. Through an iterative progress, the max
value MaxCntNum; in matrix CntNum, can be
searched. As the matching pairs between sensors
A and B are one-to-one mapping pairs, so the
maximum number of matching pairs is not greater
than min { m, n}. The number of matching pairs
Matchingpair is defined here and its initial value
Matchingpair=min{m, n}. We assume m<<n here,
If MaxCntNum, = m— 1, the number of matching
pairs between sensors A and B is m— 1. Then the
first matching pair is found. If MaxCntNum;, <<
m—1, it means that the maximum number of
matching pairs is less than m — 1. So decrease
the number of matching pairs and continue
iterating.

Then we start to repeat the above process for
the other targets observed by sensor A from 1 to
m. For i= ¢, if the max value in matrix CntNum,
is less than m— ¢, it means that the number of
matching pairs is not greater than m — ¢, so
decrease the number of matching pairs and continue
iterating. If the max value MaxCntNum,—=m— ¢ in
matrix MaxCntNum, , it means that the maximum
number of pairs is found, and the first matching
pair is found.

After we find the first matching pair and a
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rough bias estimation, we can find the other
matching pairs using the next step.

In the previous step, we have found the first
matching pair while the correspondence among

By adding the

relative bias estimation in the previous step, all the

other points is still unknown.

targets j in sensor A can be mapped to the target b’
in sensor B. If A; and B, are matching pairs, then
the target b would be close to the target b in
sensor B. By comparing || map(A)—B, || <A,
some targets closed to map(A;) can be found while
the number of these targets is not necessarily equal
to 1. Select the matching pair in which there is
only one target in sensor B inside the threshold.
Now we can find some matching pairs. Using these

matching pairs, we can get more accurate bias

Input the state of the m observations
from sensor 4 and the n observations
from sensor B

¥
[ i=1,a=1,j=1,b=1 ]

estimation. By using this new bias estimation, the
remaining targets can be mapped to sensor B and
the closest target surrounding the map(A;) can be
thought to be the matching pairs. Until now, all
the matching pairs have been found and the most

accurate bias estimation can be calculated here

which can be wused for filtering and state
estimation. The algorithm flow chart is showed
in Fig. 1.

2.4 Determine /\,, A\,

In the process above, we use /\; to compare

the relative distances between A; and B; . from the
above analysis:

XBij - X/\zj =

The difference between the relative distances

’ ’ ”
VE— VaA— V.

. 14 . . . . .
is vector v which is a two-dimensional Gaussian

—-{ Jj=1, b=1, count=0

b=b+1

Store the matching pairs (7, b)
Estimate the relative bias

| Num,(i, a)=Num;,(i, a)+1 }—' b=b+1

] !

l

Search the maxium value in Num,(i, a)

Store the matching pairs (i, a)

Map the remaining targets from sensor
A to sensor B.
Search the closest targets around map(4)
Store the matching pairs

!

All the matching pairs
have been found

Estimate the relative bias

Fig. 1 The algorithm flow chart for sensor data association using relative positions
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noise vector with mean 0 and covariance matrix
[26i+20 0

L 0 26 +26
3—o for Gaussian distribution,
3 V2d+24.

In order to find the rest of the matching pairs

] So due to the principle of

select /\, as

in step 2, we use the A\, to find the targets in
sensor B around the mapping point in sensor A,
from the above analysis:
Xi=Xpo.— Xy =Byg—By+w—w =R+ Vv,
The residual noise between the targets in
sensors A and B is the vector v’ which is a two-
dimensional Gaussian distribution variable with
o+ 0 ]
U el
So due to the principle of 3 — ¢ for Gaussian
distribution, select A\, as 3 V& + 3.

2.5 Relative bias estimation

mean 0 and covariance matrix

Relative Bias Estimation is a fundamental
problem in this algorithm. The relative bias is used
to decide the matching pairs when one matching
pair is found. It can also be used in the ensuing
steps. An effective method for relative bias
estimation is given here by using the method of
least squares estimation®?. As mentioned
above, the measurement bias between the points in
one matching pair (i, a) can be expressed as
follows:

X = Xp — Xa =R, + V.

Assume that there are n matching pairs. the
measurement bias between these n matching
pairs is:

Xap = H X R, + v s
where Xy = [Iuﬂf,m s VBI—AD o X(B2—A2) 9 M(B2—A2) »

. )
s X An s Y Ao Jizaxy means the relative

distance vector between these n matching pairs,

[1 o 1 0 - 1 O} !
, and
0 1 0 1 - 0 1lexw

and H =

Vienx 1y 1S the noise vector. The expression R, is the
relative bias between the sensors which needs to be
estimated.

The method of least squares estimation is to

.o . 9
minimize the valuel' .

e(R) =[Xy— HXR]'[ Xy — HXR,J.

Then take the vector e(R) partial derivatives and
set it to zero:
d

J Rb R, Ry,

Xy~ HX R [ Xw— HXR,] = 0.
IR,

We obtain the following result for Ry, :

Rbls = (H'"H)™'H" Xp3.
3 Simulation result

In this section, several experiments are used
to explore the performance of this algorithm. The
Monte Carlo experiment is used to evaluate this
algorithm. Here we compare three algorithms: the
novel algorithm “relative position data association”

(RPDA), the

association” (FRTDA) using its improved fast
[9-10]

“fuzzy reference topology data

algorithm and the traditional association
approach “GNN” (TGNN)M .

results are verified through the Monte Carlo

All the experiment

experiment for 5 000 times.
3.1 Target scenario

All experiments assume a two-dimensional
case in a 10 km X 10 km square. There are a total 8
targets which are randomly dispersed in the field.
Sensor systems A and B are considered. Sensor
system A is located in the position [0, 0] and
sensor system B is located in the position [ 6,0 ].
The detection probability for both sensor systems
A and B is set to 0. 99. The false alarm probability
is also considered here and it is set to 0. 1 for both
sensor systems. The measurement random noise is
independent and uncorrelated zero-mean Gaussian
noise distributed with variances ¢ =0. 01 km®, and
¢ = 0.02 km®, respectively. The simulation
scenario is similar to real situation.
3.2 Association success ratio for algorithm RPDA

Tab. 1 shows the association success ratio of
the novel “Relative Position Data Association”

(RPDA) in ten times of the experiments.
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Tab. 1 Association success ratio for association

using relative positions RPDA (ten times of the experiments)

1 2 3 4 5
0.987 7 0.989 1 0.990 5 0.991 2 0.987 4
6 7 8 9 10
0.988 5 0.990 3 0.989 2 0.988 9 0.989 6

3.3 Association success ratio along with the increase of
relative bias

Fig. 2 shows the association success ratio
along with the increase in relative bias. The
relative bias between the sensor systems grows
from 0 to 2 km. Other conditions are consistent
with section 3. 1. From the figure, the increase in
relative sensor bias has little effect on the correct
ratio of RPDA and FRTDA. On the contrary, the
correct ratio of association using TGNN decreases
with the increase of relative sensor bias obviously.
To a certain extent, association success ratio of the
novel algorithm RPDA is higher than the algorithm
FRTDA.

L0717
0.951 . o . pd ":
DO et NS00 S0 U0 0 ol

0.85
0.80
0.75
0.70
0.65
OO0 T RPDA
055_,_ ...... ...... , ..... ...... ...... +FRTDA
0.50b——ii - TGNN

0 02 04 06 08 1.0 1.2 14 16 18 2.0
bias increase

success ratio

Fig. 2 Association success ratio along

with the increase in relative bias

3.4 Association success ratio along with the increase of

the number of targets

Fig. 3 shows the association success ratio
along with the increase in the number of targets.
The total number of the targets in this section
increases from 8 to 15. Other conditions are
consistent with section 3.1. As can be seen from
the figure, the algorithm RPDA has a higher
compared with the

performance other two

9 10 11 12 13 14 15
target number

Fig.3 Association success ratio along with the increase

in the number of targets

algorithms.
3.5 Association success ratio along with the increase in

sensor probability of detection

Fig. 4 shows the association success ratio
along with the increase in the probability of
detection of the sensors. The detection probability
of the sensors increases from 0.85 to 1. Other
conditions are consistent with section 4.1. The
association success ratio of the three algorithms all
increases with  the increase of detection
probability. As shown in the figure, the algorithm
RPDA has a higher accuracy than the other two
algorithms when the detection probability of the
sensor increases. The performance of the
algorithm FRTDA has no advantage due to its

sensitivity to misdetections.

1.00

0‘95 ................ =

0.90F - T i ]

success ratio
=
oo
h

0.80F -
0.75 kg’ .................... .[—o—RPDA

: . |—e—FRTDA
0.70 i . |—+— TGNN
"0.85 0.90 0.95 1.00

detection probability 0.85~1

Fig. 4 Association success ratio along with the increase

in sensor probability of detection
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3.6 Association success ratio along with the increase in
the sensor random noise

The Fig. 5 shows the association success ratio
along with the increase in the sensor random noise.
The random noise variances of the sensors increase
from 0 to 0. 05. Other conditions are consistent
with section 4.1. From the experiment, the
influence on the

method RPDA., but

measurement noise is not very large, the success

random noise has certain

association when  the
ratio for association method RPDA nearly stays the

same compared with the other methods.

1.000 T ) ' !
0.995 : : : :
0.990

0.065F v b

0960} S o — RPDA

0.955F - neee PP e —a— FRTDA
: : : —+— TGNN

0.01 0.02 0.03 0.04 0.05
noise variance 0~0.05

Fig.5 Association success ratio along with the increase

in the sensor random noise

4 Conclusion

The traditional method GNN has been proved
to be an effective way for sensor data association,
but the performance will gradually decline because
of the influence of the sensor bias. In this paper,
the method using the relative positions is
introduced to achieve a better association result.
By using the relative positions among the targets
for sensor data association, the bias between the
sensors has little effect on the performance of data
association, and the simulation experiments show
that the method using relative positions has an
overall improvement. Some problems still remain
to be solved. When the number of targets detected
by the sensors is less than two, this method cannot
be used as there is only one relative distance

between the two targets. Some adaptive methods

for the determination of the thresholds still need to

be discussed.
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