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Abstract: A classic result of Ore in 1960 states that if the degree sum of any two independent

vertices in an n-vertex graph is at least n, then the graph is Hamiltonian. Here a similar problem

for 3-uniform hypergraph was studied and an approximate result was obtained.
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0 Introduction

Given k=2, a k-uniform hypergraph (k-graph

for short) consists of a vertex set V and an edge set
Vv
Eg(k ) For 1<</<<k —1, a k-graph is called an (-

cycle if its vertices can be ordered cyclically so that
each of its edges consists of £ consecutive vertices
and every two consecutive edges share exactly /
vertices. A (k — 1)-cycle is often called a tight
cycle while a 1-cycle is often called a loose cycle.

We say that a k-graph contains a Hamilton /-cycle
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if it contains an /-cycle as a spanning
subhypergraph.

Fora set ASV (H), let H[A] be the
subgraph induced by A. For two vertex sets S,
REV(H) with [S|<<k, let N, (S, R)={T.T<
R such that SUT € E(H)} and degy (S,R) =
IN4 (S, R)|. By the definitions here, degy (S)=
degy (S, V(H)) . If S={v}, write degy (v.R)
for degy ({v}.R). The minimum d-degree 6, (H)
of H is the minimum of deg; (S) over all d-
element vertex sets S in H. The subscript will be
omitted if the underlying hypergraph is clear from

the context.
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Ore? showed that a graph G with ¢, (G)=n V(H)
. : : : ffici ,» then f ( )
is Hamiltonian, here ¢, (G) =min{d (u) +d (v): n sufficiently large. then for any K € 2

usv are independent}. Tang and Yan™! generalized
this theorem to k-graphs.

Definition 0.1 Let H be a k-graph, S, T €

( \%4

k—1

exists no such edge e that SUT Ce. Set

>’ we say S, T are independent if there

o, (H) =min{deg($) + deg(T):S.T € (Z(fll)) :
S and T are independent}.

Theorem 0. 1! For every k=3, ¥ >0, there
exists n, such that every n=n, vertices k-graph H
with ¢, (H) = (1-+7)n contains a tight Hamilton
cycle.

We study a similar problem by considering
loose Hamilton cycles in 3-graphs.

Theorem 0, 2"

that every 3-graph H on n =n, vertices with n

There is an integer n, such

even and &, (H)=n/4 contains a loose Hamilton
cycle.

Theorem 0. 37! Let y>>0, then there exists
n, such that every n=n, vertices 3-graph H with n
even and o,(H)=(1/2+7)n contains a loose
Hamilton cycle.

This bound is approximately best possible
since it was shown in Ref. [ 3] that there exists a 3-
graph H on n vertices with 8, (H)=(n —2)/4,
which contains no loose Hamilton cycle.

To prove Theorem 0. 3, we will use the so-
called absorbing method.

We say that a 3-graph H is a (loose) path if
its vertices can be ordered as v;s vy **
that ECH) = {{U2,+1 9 Uzit29U2i+3 b

1} with endpoints (v s 02,1 ).

s Uzm+1 SO

iZO,'“,m—

A path P with endpoints v; and v, is said to
absorb USVA\V(P) if there is a path Q in H with
endpoints v, and v, and such that V (Q) =
VP Uu.

1 Proof of Theorem 0.3

To prove Theorem 0. 3, we need the following
lemma.

Lemma 1.1 Given ¥ >0, let H be an n

1
vertices 3-graph with ¢, (H )= (E—}—}/)n and with

with deg (K ) <<n/4 and 0<a <1/40000, there
exists a path P in H such that

(1) [VP)|<an.

(Il KCv(P), {u,v) NK=0, where u,v
are the endpoints of P.

(Il Any vertex set UCV\V(P) with |U|<<
a’n,|U| € 2N can be absorbed by P.

The following lemma provides a collection of
paths covering nearly all the vertices in
hypergraph.

Lemma 1. 2(Path cover lemma'!) For every
7 ,e>>0, there exist n,,p such that every 3-graph
H= (V,E) on n>n, vertices with 8§, (H) =
(1/4+7)n the following holds. There is a family
of disjoint paths P,,+,P (g<{p), which covers
all but at most en vertices of H.

The following lemma is used to connect the
paths into one path.

“J)  For every

Lemma 1. 3 (Reservoir Lemma
d,e >0, there exists n, such that every 3-graph
H=(V,E) onn>n, vertices with 8, (H)=dn the

following holds. There is a set R of size at most en

\%
such that for all 2-set S€ (2) , we have deg(S,R)=>

den/2.
Proof of Theorem 0.3 If deg(S)=n/4 for all
Se (V(H)) , then by Theorem 0. 2 H contains a

loose Hamilton cycle. So we can fix some K €
V(H)
( ) with deg(K)<n /4.

Let P be the path guaranteed by lemma 1. 1
(applied with a<y/4), let u,v be the endpoints of
P. Let V.=(VA\V(P)) U{u.,v} and let H =
H[V’] be the induced subhypergraph of H on
V’. Then

, 1 1 3y
8, (H') > (Z+y)n an > (42 ).
Due to Lemma 1.3 with d =1/4,e =a*/2, we

can choose a set RCV'\{u,v} of size at most a’n/2
7

v
such that for every S €& ( 5 ) s

2
deg(S,R) = ‘%—2.
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Set V/=V\(V(P)UR) and let H"=H[V"]
be the induced subhypergraph of H on V”, then

E el

Lemma 1. 2 applied to H” with e =a?/2 yields

5,(H") > <%+7)n*an*

a family of disjoint paths P, .-+, P,, which covers
all but at most (a?n)/2 vertices of H”. Use T to
denote the set of the uncovered vertices in V.
Let P,:=P, and let P!, P¢ be the endpoints
of P,(i=0,1,++,q). For sufficiently large n,
a’n
16
Therefore for each i € {0,1,+,q}, we can
choose a vertex x; € R\ (U<;—;x;) such that

deg({P? ’Pl()i+l)(mod(q+l)) 12R) = —2>q+1.

Pia, Pl 1)(moaq+ 15 an unused edge. Hence, we
can connect all these paths to form a loose cycle €.
Let U=V\V (EG) be the set of vertices not
covered by €, then USRUT and
2 2
| U ‘g%Jr%:azn.
Since € is a loose cycle and n € 2N , we have

|[U| € 2N. So P absorbs U to obtain a loose
Hamilton cycle of H.

2 Proof of Lemma 1.1

\%
Proof of Lemma 1.1 For S & (2) , a b-set

T:{Ml ’
path in H [ T ] on five vertices and a path in
H[SUT] on seven vertices both with endpoints

«s,us ) 1s said to absorb S if there is a

Ui and Us.

v

Claim 2.1 For any 2-set S&€ <2> with S=K
n—2

or SNK=Q@, there are at least ( 5 )/500 5-set

Te

VAK that absorb S.
50

Proof
Case 2.1

Set S={v,,v, /.
SNK=0.
(V\K)

For any 2-set S’ &€ , since S” and K are

independent, we have deg(S")>(1/447)n.
Set V/'=V\K, we can select T={u,us u;,
w,sus) as follows. Let u, €V'\S be an arbitrary

vertex, then w, has n — 4 choices; select u, €

(N Cuysv )\ {v, DNV, then u, has (1/4+7)n—3
choices; select us € (N (uysur)\{v, 0, 0) NV,
then u; has (1/4+ y)n — 4 choices; select u, €
(NCuys v:) \ {vrs urs us ) NV, then u, has
(1/4+y)n—75 choices; select u: € (N Cuzsuy) \
{v1svssu;sus )V, then us has (1/4+7)n—6
choices. There are at least

() () )

(o) (o) =

(n72>/500

-

5
choices for T. We have w usussusuu; € ECH)
and w0 us stsvouy sususus CEECH), so T="{u,,
Uy sty suy sus ) 1s indeed a 5-set which absorb S.

Case 2.2 S=K.

We select T={u,sussussussus; as follows.
Firstly we select u, from VN(N (S) U S), then
{wyrsv,)s{u,sv,} are both independent with S, so
deg(u,,v,) ,degCus,v,)>(1/4+y)n. Select u; €
NCuy»v,)\{v,}, we have (1/4+7y)n choices; select
u; €N (uysuy )\ {vy v, s we have (1/4+¥)n—2
choices; select u, € N Cuysv)\{viuysus ), we
have (1/4 + ¥v) n — 2 choices; select u; €
N Cussu)\{v,svssu,sus}, we have (1/44+7v)n—

4 choices, so there are at least

2= 2) (Fer ol r)a—):
(3 +7)n—2) (5 +7)n—1)\sr =
("j2>/500

5
choices for T. We have wusussusuus € E(CH)
and u v us stsvouy sususus CEECH), So T="{u,,
Uy sty sy sus ) is indeed a 5-set which absorb S.
From now on, whenever we mention a 5-set
absorb a pair v,,v, €V, we always assume that
{"Ul 9'112}:K or {711 97}2}sz@.
Given two distinct vertices v,, v, € V, let
. VAK
A (v, ,v,) be the family of 5-sets TG( . ) that
By Claim 2.1,

absorb {v, v, }.

) — 2
|A(U1’7}2)‘><715 )/500‘
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Let ¥ be a family obtained by selecting every

5-set from (V\ ) independently with probability

p
20(71 ;2)

satisfies binomial distribution

Then | § |
B ((n;Z) ,p) , SO its expectation is
E[15 =" ") p=1n.

the variation of || is

Var[ | ¥ |]=<n;2)p(1—p>.

By the Chebyshev's inequality,
PUFI-ELIFII=ZELIFID <
Var[[F 1]  1—p
E?[IF] (m—2y

")

:0(1)9

which implies that

P151=%)=P(FI=2ELIFID <o

For any v,,v, €V, let Xy 0, be the number
of 5-sets in § which absorb {v,,v,}. Then X,

has binomial distribution and

E[X{vl,712>]:E[‘ A(vl’UZ) ﬂ % ‘] 2

(5w

= )
500 b 10000 =0
by the Chernoff's bound,
EL[X . . ]
P (Xw’u.w < +> <

ELX i .o
exp<—¥):0(l).

Let Y be the number of intersecting pairs of 5-

sets in . then

n—2\(n—2\ , a’n
Elyl<s("_7) (", 7)<t
by the Markov's inequality, we have
E[Y] 1

Therefore, with positive probability, there
exists a family . such that

(1) |Fl<an/10.

(Il) For any {visv:}, |ACoyav,) NFI =

an/20000=2a%n.

() The number of intersecting pairs of 5-set
in ¥ is at most a”n/5.

Let § be obtained from § by deleting all
intersecting sets and sets that do not absorb any
{v,,v:}, then

(1) [F' [<an/10.

(Il) For any {v, 0.}, A (o ,0o) NF | =
a‘n+1.

For any SEF s H[S] contains a path on five
vertices. We connect these paths to a new path.
Suppose that we have obtained a path P’ by
connecting some paths in § , select an unused path
Q. let u, v be the endpoints of P’ and Q,
respectively. Since

deglu,v) —2— 6 | F |—2) =
1
(g+7)n =5 >0
we can select a vertex x € N (u,o)\(KUP'UF).,
and use uxv to connect P’ and Q. We can do this
until we obtain a path which covers all 5-sets in
&', after absorbing K, we obtain a path P, which
contains at most
VP <85+ (T =)+ 2 < an

vertices such that {u,v} (VK =@, here u,v are
the endpoints of P.

Suppose that UCV\V (P), |[U | <<a’n, and
lUl€ 2N, let Sy, =+, S, (¢ <a®’ n/2) be an
arbitrary partition of U into sets of size 2, since
[ASHNF | =a’n+1, we can select an unused
T, €% for each S,. This implies that P absorbs
U. This completed the proof.
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